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ØValidation Study

ØPerformance Comparison

ØEnergy Consumption

Validation studies demontrate that :
l The SNN with DFT successfully regulate the spike activity in 

each layer within a permitted time window.
l The SNN with DFT exhibits a comparable amount of inactive 

neurons to that of ANN.

The DTA-TTFS algorithm obtains SOTA performance, achieving 
a harmonious balance between accuracy and sparsity.

Both theoretical analysis and 
hardware validation prove the 
energy efficiency of our method.

lWe comprehensively analyze the main shortcomings of existing 
methods to achieve high performance in TTFS-based deep SNNs.
lWe propose a simple yet efficient dynamic firing threshold, namely 

the DFT,  for spiking neurons that can effectively address the 
aforementioned issues.
lWe introduce a direct training algorithm for TTFS-based deep 

SNNs, namely DTA-TTFS, where the timing of a single spike is 
considered the basic information carrier and the learning process 
is performed strictly in an event-driven manner.
lWe conduct experiments on benchmark image classification tasks, 

and achieves state-of-the-art accuracy. Furthermore, we 
demonstrate the ultra-low power capability of the SNN with DTA-
TTFS on a developed neuromorphic accelerator CanMore.

Brain-inspired spiking neural networks (SNNs) provide an 
energy efficient alternative to deep learning. As the SNN coding 
scheme, Time-To-First-Spike (TTFS) encodes information via the 
time of a single spike, further reducing the power consumption 
of SNNs.

(a)  High energy consumption (b) Energy-efficient alternative
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Due to the above challenges, TTFS-based SNNs suffer from 
shallow layers and poor performance.

(a) Asynchronous transmission (b) TTFS-based decision strategy

ØOver-sparsity of spikes

ØThe complexity of finding‘causal set’

Algorithm
get_causal_set

ØReL-PSP neuron & Dynamic firing threshold (DFT) 
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ØProposed DTA-TTFS algorithm

We integrate the DFT mechanism into Rel-PSP neurons to solve 
the aforementioned issues, which regulates the spiking activity 
of each layer within the non-overlapping time window.

Based on the DFT, we further propose the DTA-TTFS algorithm, 
where the single spike time is viewed as the information carrier, 
and the learning is performed strictly in an event-driven manner.


