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Motivation

Method
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n Spiking Neural Networks (SNNs) provide an energy-efficient para-
digm for the next generation of machine intelligence. 

n However, the current SNN community focuses mainly on accuracy 
improve-ment by developing large-scale models, which limits the 
applicability of SNNs in resource-limited edge devices.

n We propose a lightweight Quantized SNN (Q-SNN) that quantizes 
both weights and membrane potentials, significantly reducing 
memory usage and computa-tional complexity.

Conclusion

ØAblation 
Study

Q-SNN further exploits the efficiency advantage inherent to SNNs while 
upholding superior performance, offering substantial advantages and 
potential for flexible deployment in real-world resource-limited devices.

n (a): The WS-DR method enhances the information content of both 
synaptic weights � and spike activities � in the Q-SNN baseline.

n (b): Q-SNN with WS-DR achieves comparable accuracy to 32-bit SNN.
n (c): Q-SNN has maximized the energy efficiency of SNNs by quantizing 
both synaptic weights and membrane potentials.

Ø Challenges Analysis of Q-SNN

Results:
1. �� in each layer approaches 0, 
resulting in severely limited 
information content carried by �. 
2. The weights in Q-SNNs face the 
same challenge.

Ø Quantized Spiking Neural Network (Q-SNN)

n Firstly, the proposed Q-SNN quantizes the synaptic weight into a 1-
bit representation, which is formulated as:
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n Secondly, Q-SNN quantizes the membrane potential to a low bit-width 
integer, such as 2, 4, and 8, described as:
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n While Q-SNNs exhibit significant energy efficiency, their task perfor-
mance lags significantly behind full-precision SNNs. 

n Inspired by the information theory, we attribute this performance 
gap to the limited information representation capability of Q-SNNs.

Ø Weight-Spike Dual Regulation Method
n For the 1-bit weight in Q-SNN, we apply a normalization technique:

�� = (�� − ��)/�� .
n For the 1-bit spike activity, we design a loss function:
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By integrating these two approaches, the weight and spike in Q-SNNs 
can carry more information content, thus mitigating the performance 
degradation caused by information loss during the quantization process.

Ø Ablation Study

(b) (c)

(a)

n We introduce a novel SNN architecture, called Q-SNN, designed for 
efficient hardware implementation and low energy consumption. Q-
SNN achieves this goal by employing the quantization technique on 
both synaptic weights and membrane potentials. 

n We analyze how to enhance Q-SNN’s performance from the informa-
tion entropy theory and propose a novel Weight-Spike Dual Regulation 
(WS-DR) method to maximize the information content in Q-SNNs.

n Extensive experimental demonstrate that our method achieves state-
of-the-art results in terms of both efficiency and performance, under-
scoring its capability to boost the development of edge computing.

Ø Performance Comparison


